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Abstract—Unexpected large power surges will cause instan-
taneous grid shock, and thus emergency control plans must be
implemented to prevent the system from collapsing. In this paper,
by the aid of reinforcement learning (RL), novel model-free
control (MFC)-based emergency control schemes are presented.
Firstly, multi-Q-learning-based emergency plans are designed
for limited emergency scenarios by using offline-training-online-
approximation methods. To solve the more general multi-scenario
emergency control problem, a deep deterministic policy gradient
(DDPG) algorithm is adopted to learn near-optimal solutions.
With the aid of deep Q network, DDPG-based strategies have
better generalization abilities for unknown and untrained emer-
gency scenarios, and thus are suitable for multi-scenario learning.
Through simulations using benchmark systems, the proposed
schemes are proven to achieve satisfactory performances.

Index Terms—emergency frequency control, reinforcement
learning, model-free control, deep Q network, deep deterministic
policy gradient

I. INTRODUCTION

Electrical power systems may sometimes experience sig-
nificant disturbances [1], which can cause unexpected power
surges and imbalances. Rapid corrective or emergency control
actions must be applied in case of safety damages resulting
from continuous abnormal operating conditions. The goal for
power system emergency frequency control (PSEFC) is to
quickly maintain system frequency at an acceptable level after
large power disturbances.

Practically, control actions such as generator tripping and
load shedding are widely used in emergency control. De-
pendent on control goals, load shedding can be catego-
rized by under-voltage load shedding [2] and under-frequency
load shedding (UFLS). Based on the control mode, load
shedding schemes can be categorized into multi-stage [3],
adaptive [4], [5] and semi-adaptive ones [6]. Conventionally,
UFLS is implemented in a sequential offline-predetermination-
online-application manner. Nevertheless, these schemes fail
to achieve meticulous compensation based on the severity
of disturbances. Therefore, researchers use system parameters
and measurements to estimate the imbalance, thus shedding
load adaptively [4]–[6]. However, the main problems of this
adaptive mode lie in handling noisy raw data and information
inconsistency among different generating units. Consequently,
a multi-agent system is used to obtain global operating condi-
tions information (i.e., the magnitude of total active power
imbalance) [7], followed by a coordinated load shedding
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process. In addition, some researchers consider emergency
control of microgrids [8], [9] and emergency control using
fast-response inverter-based distributed energy resources [9] or
large-scale electric vehicles [10]. With the recent development
of the wide-area monitoring system, short-term prediction is
also combined with UFLS to predetermine the amount of load
shed [11], [12].

Unlike uncertain small disturbances, significant disturbances
are anticipated known information to system operators with
certain statistical regularity [13]. Therefore, if schemes cor-
responding to known scenarios can be predetermined, these
predetermined schemes for the most similar off-line distur-
bance scenarios can be instantly executed online. This off-line-
predetermination-online-practice (OPOP) mode offers more
adaptability and accuracy of control.

In this paper, the OPOP mode is incarnated into reinforce-
ment learning (RL)-based model-free control (MFC). RL is a
popular technique in machine learning [14], and off-policy RL
(Q-learning) is widely studied for various industry applications
[15]. In general the Q-learning approach is computationally
challenging, deep Q network relieves the dimensional burdens
by using deep neural networks to estimate Q values [16].
Based on the baseline deep Q network, various extensions
ranging from a double deep Q network to advanced sampling
are designed to improve data efficiency or performances [17],
[18]. Furthermore, the actor-critic technique is combined with
a deep Q network for RL with continuous actions. A deep
deterministic policy gradient (DDPG) method is thus devel-
oped and applied in automatic assembly task [19] and energy
management [20].

In power system applications, RL-based MFC also wields
great power [21]–[23]. Due to the complexity and multiple in-
ertial components of power systems, on-policy RL can barely
satisfy the control speed requirement. Therefore, off-policy
RL (Q-learning) is used for OPOP. Since multiple agents
could be participating in emergency control, the multi-agent
RL method is adopted. Furthermore, due to the requirements
of coordination and asynchronous machine speed response
caused by the difference actions, single-agent RL is modified
to adapt the learning requirements of multi-agent scenarios.

Since various disturbances such as generator tripping or
load change could happen with different size or timing,
multiple emergency scenarios would be generated. Pure Q-
learning requires space discretization, and the cost could grow
exponentially when the number of scenarios becomes large.
Therefore, the continuous action and state spaces in emergency
control are also considered by using a DDPG algorithm.
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The main contributions of this work is summarized as
follows:
• A systematic PSEFC framework using off-policy RL-

based MFC is presented. Under the designed framework
optimal control actions can be trained for various sce-
narios. Multi-Q learning is used for RL under multiple
limited scenarios, and the predetermined actions which
correspond to the most similar pre-trained scenarios when
certain emergency scenarios occur online are immediately
executed, providing flexibility and convenience of appli-
cation lacking in other methods.

• The multiple agents which correspond to multiple regu-
lation means are aggregated to a single agent to reduce
the high dimensionality and allow the synchronousness of
execution, thus guaranteeing the learning efficiency and
angle stability.

• A DDPG is adopted for continuous emergency frequency
control under various scenarios by using a deep Q net-
work. This method fills in the gap in multi-Q-learning,
which would generate considerable costs by using tabular
methods.

• Benchmark power system models, which can reflect the
real power system dynamics more than simplified models,
are constructed to test the effectiveness of the proposed
scheme.

The remainder of the paper is as follows: Section II defines the
problem and models of the environment in RL; the design of
the PSEFC scheme using an off-policy RL technique is given
in Section III, and both single agent and multi-agent-based RL
are studied in the controller design; simulations using standard
test systems is given in Section IV; concluding remarks are
given in Section V.

II. PRELIMINARIES

First, the problem definition of PSEFC is discussed, fol-
lowed by the introduction of the fundamental environment
upon which the proposed RL agents learn the strategies.

A. Problem Definition

PSEFC aims to maintain the system following a major
disturbance with the aid of load shedding techniques. In
the context of RL-based PSEFC, load shedding schemes are
achieved by RL and the schematic diagram is shown in Fig.
1. The eventual load shedding strategy in Fig. 1 is model-
independent and purely data-driven once the RL agent is well-
trained. It means that the model information is not required
for the controller design.

B. Multi-Unit High Order Power System Model-Based Envi-
ronment

Though the strategy is model-free, the model used to
simulate the environment with which the agent interacts should
still be built.

The system frequency response (SFR) or equivalent unit
model is prevalently adopted to analyze the frequency response
and design frequency controller [24]. Though simple, the
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Fig. 1. Schematic diagram of RL-based emergency frequency
control

system cannot completely reflect the dynamic characteristics
of real-life systems [25]. Therefore, more detailed models that
reflect the real systems more than the SFR model are built for
the study.

The practical system contains multiple complex generating
units including the auxiliary control systems and the network,
meaning that a more practical power system should be char-
acterized by the multi-input-multi-output high-order nonlinear
system.

1) Electromechanical Model of Units: In this paper, the
classic 7-order system containing both governor and excitation
control systems is adopted:

Ėtqi = 1
Td0i

[
−Etqi + (xdi − xtdi) Idi + Efi

]
Ėtdi = 1

Tq0i

[
−Etdi +

(
xqi − xtqi

)
Iqi
]

δ̇i = ωi − ω0

ω̇i = ω0

Hi

[
Pmi −

(
EtqiIqi + EtdiIdi −

(
xtdi − xtqi

)
IdiIqi

)]
Ṗmi = 1

Tti
(−Pmi + Pgi)

Ṗgi = 1
Tgi

(
−Pgi − (ωi−ω0)

Ri
+ ugi

)
Ėfi = −EfiTei

+ Kei
Tei

(V rti − Vti)
(1)

where Etqi and Etdi represent q-axis and d-axis components
of the voltage behind transient reactance xtqi and xtdi, respec-
tively; Idi and Iqi represent q-axis and d-axis components of
the current, respectively; Td0i and Tq0i represent the open-
circuit transient time constants, respectively; δi represents the
machine angle; ωi represents the machine speed; ω0 represents
the nominal machine speed; Hi represents the inertia constant;
Pmi represents the mechanical power; Pgi represents the
governor states; Tti and Tgi represent the time constants in
the turbine and governor, respectively; Ri represents the droop
coefficient; ugi represents the control input of the governor;
Efi represents the excitation voltage; Tei and Kei represent
the control coefficients in the excitation system; Vti represents
the terminal voltage; and V rti represents the reference terminal
voltage.

2) Interface Model: The interface model contains stator
voltage, dq/xy transformation and power equation. Together
they depict the interface relation between the interior unit
and the exterior transmission network. The stator voltage is
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described by: {
Udi = xqiIqi − raiIdi
Uqi = Etqi − xtdiIdi − raiIqi

(2)

where Udi represents d-axis terminal voltage; Udi repre-
sents q-axis terminal voltage. The terminal voltage is Vti =√
U2
di + U2

qi.
Based on dq − xy transformation, the relation between dq

and xy axis voltage (current ) is given by:[
Uxi
Uyi

]
=

[
cos δi sin δi
sin δi − cos δi

] [
Uqi
Udi

]
(3)

where Uxi represents x-axis terminal voltage; Uyi represents
y-axis terminal voltage.[

Ixi
Iyi

]
=

[
cos δi sin δi
sin δi − cos δi

] [
Iqi
Idi

]
(4)

where Ixi represents x-axis terminal current; Iyi represents y-
axis terminal current. Based on (3) and (4), the output power
is {

Pi = UxiIxi − UyiIyi
Qi = UxiIyi + UyiIxi

(5)

where Pi represents the active power; Qi represents the
reactive power.

3) Network Model: The network is modelled by nodal
active and reactive power injection equations:

Pi + jQi =
∑

k
ViVkYike

j(θi−θk−φik) (6)

where Vi represents the magnitude of the voltage at bus i; θi
represents the angle of the voltage at bus i; Yik represents the
admittance between bus i and k. The nonlinear power system
model is derived by combining (1) to (6):{

ẋ = f (x, u, z)
0 = g (x, u, z)

(7)

where x represents the states; u represents the control input; z
represents the auxiliary variables. (7) is the environment upon
which the agent executes its actions and observes the states
while using the temporal difference (TD) learning methods.

III. PSEFC USING OFF-POLICY RL-BASED MFC
TECHNIQUE

After establishing the environment in Section II, the off-
policy RL-based MFC can be used to design PSEFC schemes.
Before formally presenting the design procedures, the fea-
sibility of RL’s application into PSEFC is discussed. Then,
the design of the RL-based PSEFC scheme is systematically
studied in this section.

A. Feasibility Study

It is well known that compensating the exact amount of
power imbalance (even if it is predicted with sufficient accu-
racy) cannot make the frequency converge to equilibrium. To
illustrate this phenomenon, Kundur’s 4-unit-13-bus system in
Fig. 2 is simulated.

Assume the sudden loss of 5p.u. load at bus 4 at t = 10s;
the relay time delay is 0.1s; then the generator correspondingly
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Fig. 2. Diagram of Kundur’s 4-unit-13-bus system
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Fig. 3. Frequency response under equal compensation for
Kundur’s 4-unit-13-bus system

reduces the generation by 5p.u.. As the SFR in Fig. 3 shows,
there is an explicit frequency deviation, which is due to the fact
that the real power balance can change dynamically during the
compensation process. For example, the frequency-dependent
load could dynamically change during the control process.
Also, the input channels of the disturbance and control are not
the same. Therefore, this ‘equal’ compensation strategy might
not be effective enough to maintain the frequency, though it
can improve the system frequency as shown in Fig. 3. The
most desired outcome is that the frequency, via intelligent
emergency controllers, is as close to the small neighborhoods
of equilibrium as possible.

Also, it is challenging to achieve the exact imbalance
computation in practice. For example, the prevalent adaptive
methods are used to estimate the imbalance with the aid of
the initial frequency change rate [4]. However, it is difficult
to guarantee the accuracy of imbalance estimation due to the
measurement noise and the challenge of capturing the initial
time of the emergency’s occurrence.

In this paper, the convergence of frequency is quantified as
the reward and the controller is trained (using RL) to learn
the actions to maximize this reward, which is equivalent to
the minimization of the frequency deviation. The benefits of
this methodology include:
• The timing of initial frequency change rate is not required

in adaptive schemes is not needed.
• The action (load shedding) is in the form of optimal

sequence and optimizes the overall control performance
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in the control horizon, which cannot be achieved by
conventional load shedding schemes.

The aforementioned presentation lays the foundation of the
feasibility of RL’s application in PSEFC.

B. Multi-Q-Learning Based Controller For Limited Emer-
gency Scenarios

In this section, it is supposed that the following limited
emergency scenarios would occur. There are two primary
features of these scenarios:
• The operating conditions are comparatively more sta-

ble and significant disturbances seldom occur, e.g., the
system is isolated and fluctuating resources including
renewable energy are trivial or nonexistent.

• The operating conditions are somewhat known. The emer-
gency scenarios can be predicted using modern commu-
nication and computing techniques. They possess certain
statistical regularities.

Therefore, the OPOP can be achieved by multi-Q-learning
under limited emergency scenarios.

1) Basics of The Control Scheme Based on Multi-Q-
Learning: The general idea of multi-Q-learning is to learn
optimal strategies under multiple off-line emergency scenarios
and choose the strategies corresponding to the most similar off-
line scenarios for the online scenarios, this method applies for
situations where the precision requirement is low. That is to
say, the off-line trained optimal policy can be online performed
for the upcoming scenario which is similar to the off-line
trained scenario. The essence of Algorithm 1 is matching the
online unknown scenario with the off-line pre-trained ones,
and the procedural form of the multi-Q-learning algorithm is
as follows:

Algorithm 1 Multi-Q-learning based PSEFC for limited emer-
gency scenarios

Initialization: Generate M limited emergency scenarios
{ei} through simple random sampling.
Step 1. Train the agent off-line to obtain the optimal policy
π∗i for each emergency scenario ei by using single-agent
(Algorithm 2) or multi-agent Q-learning (Algorithm 3).
Step 2. Detect online emergency scenario ej , identify the
most similar off-line trained scenario ei.
Step 3. Perform the pre-trained π∗i of the most similar ei
for the online ej .

The core of Algorithm 1 is the Q-learning agent design in
Step 1. Q-learning transforms the original control problem into
a dynamic optimization by modeling it as a Markov decision
process. The aim is to maximize the expected discounted sum
of rewards (Q values):

Q∗ (s, a) = max
π

Qπ (s, a) (8)

where s and a are the elements of the finite discrete set of the
state S = {s} and action A = {a}, respectively. Qπ(s, a) can
be expressed by:

Qπ (s, a) = E

{ ∞∑
k=1

γk−1rt+k

∣∣∣∣∣ st = s, at = a

}
(9)

where γ represents the discount coefficient; ri represents the
immediate reward at time i; and E is the mean operator. Eq.
(8) can be further extended as:

Q∗ (s, a) = E
{
rt+1 + γmax

a′
Q∗ (st+1, a

′)
∣∣∣ st = s, at = a

}
=
∑
s′
Pa (s, s′)

[
Ra (s, s′) + γmax

a′
Q∗ (s′, a′)

]
(10)

Instead of using conventional dynamic programming which
requires the knowledge of transition probability Pa(s, s′), TD
method is used to solve (10) in a recursive manner, given by:

Q (s, a)← Q (s, a) + α
[
r + γmax

a′
Q (s′, a′)−Q (s, a)

]
(11)

The right hand side of (11) is used to approach state
action values at each iteration, and action a is chosen by
observing predefined rules (random or ε-greedy). Note that
no information of the system model is required in (11), as it
is a MFC problem. Based on the learning manner, on-policy
Sarsa and off-policy Q-learning are developed to solve (11).
The main difference between Sarsa and Q-learning is that the
Q-function update policy and behavior policy are the same
in Sarsa, while they are separate in Q-learning. There are
also many extensions (e.g., actor-critic agent for continuous
control and deep Q network for multi-scenario control) that
are applicable for specific conditions. Nevertheless, they all
essentially possess the recursive TD-based learning feature.

2) Single-Agent-Based Q-Learning: There are multiple
generating units that can all participate in generation adjust-
ment in the system, which implies that this is a multi-agent
learning problem. Nevertheless, these multiple agents can still
be regarded as a single agent to simplify the learning process.
In this case, all the separate agents can be regarded as an
aggregated agent, which assumes the role of the master agent
in the process of RL, while the other slave agents (each
separate agent corresponding to each generator) follow the
command of the master agent, e.g., each slave agent equally
shares the total adjustment (control action) of the master agent.
The single agent-based RL control schematic is shown in Fig.
4. The off-policy Q-learning algorithm is then used to train the

Slave Agent

Master Agent

Control action

reward

state
UFLS relay Trip relay

Load GeneratorSensor

Fig. 4. Diagram of single agent-based learning structure

master agent. The procedural form of this algorithm is shown
in Algorithm 2.
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Algorithm 2 Off-Policy Single Agent-Based PSEFC Using
Q-Learning

Initialization: Set Q(s, a) (∀s ∈ S a ∈ A) and k to zero;
choose values for λ, Tc, kmax.
Step 1. Observe the current state sc; choose action a using
ε-greedy methods.
Step 2. Execute a for Tc on the system in Section II, observe
the next state sn (the state values after time Tc), calculate
the immediate reward r(sc, a, sn).
Step 3. Update Q(s, a)

Q (sc, a)← (1− α)Q (sc, a) + α

[
r + λ max

b∈A(sn)
Q (sn, b)

]
k = k + 1
Step 4. If k ≤ kmax, set sc ← sn, go to Step 1. Otherwise,
go to Step 5.
Execution:
Step 5. For each s ∈ S, select

a∗ (s) ∈ arg max
b∈A(s)

Q (s, b)

Step 6. For each s ∈ S, each generator executes a∗ (s) /N .

The parameter of kmax is expected to be large to make the
Q value converge, and can be obtained by trial and error (in
this case the range from 5000 to 10000 is usually enough). N
denotes the number of generators. The immediate reward r is
defined by: {

r = 0
∣∣∣∑Tc

|∆fo|
Tc

∣∣∣ ≤ η
r = −1 otherwise

(12)

where
∑
Tc
|∆fo|

/
Tc denotes the average of the absolute

center of inertia (COI) frequency deviation ∆fo over the
control horizon Tc; η denotes the threshold value.

Other important elements in Algorithm 2 include the state
and action set S and A. S is defined by an evenly dis-
tributed discrete set of average COI frequency deviation
{s1, s2, · · · , sm}, while A is defined by an evenly distributed
discrete set of load shed {a1, a2, · · · , an}.

3) Multi-Agent-Based Q-Learning: Multiple generators can
also learn their respective emergency control actions in an in-
teractive fashion, which essentially belongs to multi-agent re-
inforcement learning (MARL). The main challenge in MARL
is to design the appropriate definitions of learning goal and in-
teraction mechanism, which can either be cooperative, compet-
itive or mixed. Though MARL has benefits such as experience
sharing for a better performance, the curse of dimensionality,
which is already present due to the growth of discrete state-
action space, would further be enhanced by the increased
number of agents. The multi-agent-based (taking 2- agent as
an example) RL control schematic is shown in Fig. 5. In this
section, it is supposed that all the agents form a cooperative
relationship, which is understandable since they all aim at the
same goal (namely frequency stabilization). All the agents,
in this case, have the same reward function and the learning
goal is to maximize the return [26]. Moreover, the optimal
joint action at each state is assumed to be unique. There

Agent 1

Control action 1

Reward 1

State 1

UFLS relay Trip relay

Load GeneratorSensor

Control action 2

State 2
Reward 2

Agent 2

Fig. 5. Diagram of multiple agent-based learning structure

is a little need for coordination to obtain the fixed optimal
joint action among multiple optimal joint actions. Team Q-
learning is adopted to solve this problem. The procedure of
this algorithm is shown in Algorithm 3.

Algorithm 3 Off-Policy Multi-Agent-Based PSEFC Using Q-
Learning

Initialization: Set Q(s,a) (∀s ∈ S a ∈ {A1,A2, · · · ,AN})
and k to zero; choose values for λ, Tc, kmax.
Step 1. Observe the current state sc; choose action a∗ as
a∗ = arg maxQ (sc,a).
Step 2. Execute a∗ for Tc on the system in Section II,
observe the next state sn, calculate the immediate reward
r(sc,a

∗, sn).
Step 3. Update Q(s, a)

Q (sc,a
∗)← (1− α)Q (sc,a

∗) + α

[
r + λ max

b∈A(s)
Q (sn,b)

]
k = k + 1
Step 4. If k ≤ kmax, set sc ← sn, go to Step 1. Otherwise,
go to Step 5.
Execution:
Step 5. For each s ∈ S, the generators execute:

a∗ (s) ∈ arg max
b∈A(s)

Q (s,b)

The average operator in Step 6 of Algorithm 2 is ne-
glected herein. All the actions a (load shedding amount) are
determined during the TD learning process. The remaining
parameters and settings are the same as (12) and omitted here
for brevity.

C. DRL-Based Controller For Multiple Emergency Scenarios

In Section III-B, PSEFC for limited emergency scenarios is
addressed. In this section, the limited emergency scenarios are
extended to multiple various ones. Compared with the scenario
in Section III-B, the main differences include:

• The emergency scenarios are various. Due to uncertain
factors including irregular consumer behavior, unexpected
generator fault and integration of renewable energy, there
are a great number of emergency scenarios.
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• The emergency scenarios are unknown. Not only are the
emergency scenarios various, they are unpredictable as
well.

The aforementioned features cause the high dimensionality
of learning. Moreover, the discretization in Q-learning might
not effectively meet the requirement of continuous control.
Therefore, deep reinforcement learning (DRL) is used to
improve the performance from the following two aspects:
• The generalization ability of deep neural networks in

DRL can handle the uncertain scenario learning.
• The actor-critic structure in DRL can handle continuous

action through training the actor using a policy gradient.
The principle of DRL-based PSEFC is shown in Fig. 6. The

DRL Agent

CriticActor

Simulator Environment

UFLS relay Trip relay

Load GeneratorSensor

s sa

a

Q

a s

Fig. 6. Diagram of DRL-based PSEFC

actor and critic in Fig. 6 are both modeled by a deep neural
network µ (s/θµ) and Q

(
s, a
/
θQ
)
, respectively. During the

training, the actor uses the network µ (s/θµ) to output contin-
uous actions, which are judged by the critic through Bellman
equations. The actor updates the policy parameter θµ by policy
gradient:

∇θµJ = Es
[
∇θµQ

(
s, a
/
θQ
)/
s=st,a=µ(st/θµ)

]
(13)

while the critic updates θQ by:

∇θQL = E

[ (
y −Q

(
s, a
/
θQ
))

·
[
∇θQQ

(
s, a
/
θQ
)/
s=st,a=µ(st/θµ)

] ] (14)

where
y = r + γQ′

(
s′, µ

(
s′
/
θµ

′
)/

θQ
′
)

The details of DRL (DDPG) are given in [27] and not
repeated here.

IV. CASE STUDIES

In Section III, both multi-Q-learning-based and DRL-based
PSEFC schemes are addressed. To vividly demonstrate their
performances, Kundur’s 4-unit-13 bus system and the New
England 68-bus system are used to verify the effectiveness of
the proposed schemes. The specific simulation model informa-
tion can be found in [28]. In the remainder of this section, the

demonstration using Kundur’s system is detailed in Section
IV-A; while the New England 68-bus system is tested and
analyzed in Section IV-B.

A. RL-Based PSEFC Scheme Simulation Using Kundur’s Sys-
tem

Before the simulation, the emergency scenarios should be
constructed. The scenarios considered are defined as follows:

• Scenario 1: The unit at Bus 1 loses 0.53p.u. generation.
• Scenario 2: The unit at Bus 2 loses 0.82p.u. generation.

1) Scenario 1 In Kundur’s System Using Multi-Q-Learning:
Based on Algorithm 1, M off-line scenarios should be trained.
For brevity, these scenarios are defined by 11 different amounts
of generation loss at Bus 1: from 0.1p.u. to 1p.u.) with a step
size of 0.1p.u.. Hence, 11 agents should be trained for each
scenario.

Before training the agent, A and S should be chosen. It is
comparatively easy to choose the boundary (maximum) of A
or S. The former should be at the proximity of the significant
disturbance, while the later can be identified by observing the
maximum COI frequency deviation after simulating the joint-
action of both the significant disturbance and control actions
at the boundary. Thus, all the possible frequency deviations
can be contained in S.

The step size for discretizing A (S) should also be set.
The step size is expected to be small to consider all the
states (actions) which could possibly occur during the dynamic
process. Nevertheless, this would cause over-calculation due
to the large dimensional A (S). Since it is efficiency rather
than accuracy that is emphasized in the multi-Q-learning based
PSEFC scheme, A (S) could be coarsely discretized for learn-
ing, so that COI frequency deviation under the trained con-
troller would remain at the proximity of zero rather than reach
zero exactly. After all, there are still other non-emergency
frequency controllers (automatic generation control) which can
further regulate system frequency.

Based on the aforementioned rules, the state and action sets
of the scenario where the generation loss is 0.5p.u. are set by:
A : {−0.6 × 9 : 0.05 × 9 : 0.1 × 9}; S : {−0.4 : 0.05 : 0.4}.
The usage of multiplier 9 is due to the difference in MVA of
the generator and load side (the former is 900MVA while the
latter is 100MVA). Similarly, the sets for other scenarios can
be achieved.

The training results, control action sequences, and machine
speed deviations using payoffs in (12) are shown in Fig. 7.

Fig. 7a shows the dynamic COI frequency response during
the learning phase of one specific scenario, which converges
to the equilibrium after sufficient time steps. As can be seen in
Fig. 7b and 7c, both the control action sequences and machine
speeds under the optimal policies for the most similar off-line
emergency scenarios (0.5p.u. generation loss at Bus 1) can be
stabilized for online Scenario 1. This indicates that the single
Q-learning agent has certain robustness for the approximate
scenarios, which can be analogized to the robustness of the
control system under uncertainties.
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Fig. 7. Simulation results under Scenario 1 for Kundur’s system using multi-Q-learning

2) Scenario 2 In Kundur’s System: Remember that there
exist two load buses (4 and 14) in Kundur’s system. Instead of
using the single agent-based Q-learning agent, in this section,
a multi-agent-based Q-learning method is used for the two
agents (load bus 4 and 14). The training results, control action
sequences, and machine speed deviations using Algorithm 3
are shown in Fig. 8, respectively.

As can be seen in Fig 8, multi-agent Q-learning based
optimal policies for the off-line emergency scenario (0.8p.u.
generation loss at bus 2) achieve satisfactory control perfor-
mance for the online Scenario 2. It is clearly shown that each
agent executes separate control action instead of the identical
one when adopting Algorithm 3. Due to the difference of the
control action sequences, the trembling of the machine speeds
are unavoidable in Fig. 8c, which might be undesirable when
considering power angle stability. The single agent-based
scheme is thus preferred for emergency frequency control.

In the following, a deep reinforcement learning-based con-
troller is simulated. The reward is defined by:

r = −50 |∆fo|
−8000

(
|∆fo| ≥ λ1or

∣∣∫ ∆fo
∣∣ ≥ λ2

)
− 25

∣∣∣d∆fo
dt

∣∣∣ (15)

where
(
|∆fo| ≥ λ1or

∣∣∫ ∆fo
∣∣ ≥ λ2

)
represents the out-of-

limit penalty term. λ1 and λ2 represent the threshold, the
values of which are computed by computing either |∆fo| and∣∣∫ ∆fo

∣∣ with the boundary conditions, which is similar to
establishing the boundary of A and S in a multi-Q-learning
based controller. The coefficient −8000 means that the reward
would be heavily penalized if the ‘OR’ condition holds. The
last term

∣∣∣d∆fo
dt

∣∣∣ is used to prevent low frequency oscillation.
The structure of the critic network is shown in Figure 9.

The FC in Fig. 9 represents fully connected networks and
Relu represents that the activation is a rectified linear unit.
Similarly, the single-layer actor-network can be built. The
simulation time is 100s for each episode, and the sample time
is 0.05s. In each episode, a significant disturbance, which is
defined by the generation loss of the generator, is simulated
with the range of 0.5p.u. to 1p.u.. For each episode, the
simulation proceeds until either the out-of-limit condition is
triggered or the simulation time reaches 100s. The moving
average of the reward is shown in Fig. 10, which shows
that after approximately 40 episodes, the model converges

to the optimal solution. After training the model, a random
disturbance scenario is tested by setting the generation loss
as 0.7p.u. at 1s, and the results in Fig. 11 show that the
generalization ability of the trained model is satisfactory with
a good frequency response. Also, compared with Fig. 8, the
action is much smoother due to the non-discretization learning.

B. RL-Based PSEFC Scheme Simulation Using IEEE Stan-
dard System

To further verify the effectiveness of the proposed schemes
for bulk power systems, the New England 68-bus system is
tested. Due to page limit, detailed information of the New
England system, which can be found in [29], is omitted in
this paper. It is supposed that only the first 10 loads, i.e., the
load bus 1, 3, 4, 7, 8, 9, 15, 16, 18 and 20 participate in load
shedding. The online emergency scenario is defined as 5.2p.u.
loss of generation at bus 63.

Firstly, the multi-Q-learning based controller is simulated.
For brevity, the M off-line scenarios should be trained, and
these scenarios are defined by 21 different amounts of gener-
ation loss at Bus 1: from 4p.u. to 6p.u.) with a step size of
0.1p.u.. Hence, 21 agents should be trained for each scenario.

The simulation results are shown in Fig. 12. Due to the
coordination issue, only single-agent RL in Algorithm 2 is
tested. Fig. 12a represents the dynamic COI frequency re-
sponse during the learning phase of one specific scenario,
which converges to the equilibrium after sufficient time steps.
Fig. 12b shows the dynamic action sequences during the online
operation. Fig. 12c shows the dynamic machine speed response
of each generator. As can be seen, acceptable frequency
regulation performance with rapid convergence velocity is
achieved for the online scenario under the optimal policies
of the off-line 5p.u. scenario. As is known, sluggish control
speed is a problem for bulk power systems with multiple units
due to coordination. Based on the results, the control speed
in the 68-bus system is found to be on a par with that in
the 4-unit (Kundur’s) system, which proves that the single-
agent RL-based PSEFC scheme can effectively adapt to the
requirement of fast response in emergency scenarios.

In the following, the DRL-based controller is simulated for
the 68-bus system. The design procedure of the agent is similar
to that in Section IV-A and omitted for brevity. After training
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Fig. 8. Simulation results under Scenario 2 for Kundur’s system using multi-Q-learning

FC

FC

Relu

FC

FC

State Action

Q

Fig. 9. Scheme diagram of the critic network

Fig. 10. The moving average of rewards during training

the model, a random disturbance is simulated by 3p.u. loss
of generation of the first generator, and the results are shown
in Fig. 13. As can be seen, machine speeds of all generators
can be quickly regulated to the nominal values. Eventually,
the proposed methods are compared with the staged scheme
[4] and the scenario is set by the loss of 2.6p.u. of the
generation at generator 13. The results are shown in Fig. 14a

and 14b, respectively, where both proposed strategies perform
better than the staged one: though the latter responds faster,
the deviation is larger. To test the robustness of the proposed
methods, the stability criterion Cs is given by:{

Cs = 1, if |∆fCOI(td)| ≤ η0

Cs = 0, if |∆fCOI(td)| > η0

where ∆fCOI(td) represents the COI frequency deviation at
the end time of each round of simulation. Cs = 1 means
the deviation is acceptable and Cs = 0 is otherwise. η0 is
chosen as the maximal tolerable deviation which is 0.05Hz
herein. 800 random scenarios are tested with major disturbance
d conforming to the normal distribution (µ = 2, σ = 1) at gen-
erators 13 to 16 (each with 200). The robustness performance
using the stability criterion Cs is verified by the acceptable
0− 1 ratio of the bar chart in Fig. 14c.

V. CONCLUSIONS

In this paper, novel MFC-based emergency frequency con-
trol schemes are designed by the aid of reinforcement learning
techniques. Both multi-Q-learning and deep reinforcement
learning (DRL) techniques are employed. The selection of
either multi-Q-learning or DRL-based strategies depends on
the capacity of the decision-maker. Due to the considerable
computational costs resulting from the gradients update of
multi-parametric deep neural networks, discrete tabular meth-
ods are more appealing to the decision-maker who has limited
computational resources and memory. Nevertheless, DRL can
be adopted with enhanced capacity. No method can gain an
edge over the other absolutely in terms of the performance
or operating cost; but it is clear that both can handle multi-
scenario emergency frequency control with acceptable perfor-
mances.
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